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Abstract 

One of the main reasons in stratification is to get more accurate 

estimates by producing gain in the precision of these estimates. To 

achieve this, we can determine the optimum stratum boundaries. Many 

procedures were developed to obtain this optimum boundary, and 

several approximate rules proposed as a result of the complicated 

calculation involved in solving the theoretical equations to obtain           

the optimum points of stratification. In this article, we present a 

comparison between the cumulative 76f  suggested by the authors 

with other given approximate methods suggested previously. Uniform, 

right triangular, exponential, normal and chi-square distributions are 

compared. For certain values of the parameters of these distributions, 

the cumulative 76f  method is favorable compared with these 

approximate optimal stratification methods. 

1. Introduction 

Stratified random sampling is an important sampling technique utilized 

in estimating the unknown parameters of the studied population [1].             

In stratified sampling, the sampling-frame is divided into several non-

overlapping groups or strata L, in such a way that the strata constructed          

are internally homogeneous with respect to the studied variable [2].           

An advantage of stratified sampling design is that when a stratum is 

homogeneous, the measurements of the study variable ( )y  vary little from 

each other and the precise estimate of y can be obtained from a small sample 

in that stratum. Thus, combining these estimates from all L strata, the design 
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produces a gain in the precision of estimate of the variable in the whole 

population [1, 2]. The stratification by convenience manner is not always a 

reasonable criterion as the strata so obtained may not be internally 

homogeneous with respect to a variable of interest. Thus, we must look for 

the optimum stratum boundaries (OSB) that maximize the precision of the 

estimators [3, 4]. The primary consideration involved in determining OSB is 

that the strata should be as internally homogeneous as possible to achieve 

maximum accuracy. The stratum variance should be as small as possible        

[2, 3]. When a single variable is of interest and the stratification is made 

based on this study variable, an ideal situation is that the distribution of the 

study variable is known and the OSB can be determined by dividing the 

range of its distribution at suitable points. This problem of determining the 

OSB, when both the study and stratification variables are identical, was first 

discussed by Dalenius and Hodges [4]. They presented a set of minimal 

equations which are usually difficult to solve for OSB because of their 

implicit nature. Iterative method is used to the OSB [4]. Many authors have 

also attempted to determine the global OSB [8, 9]. Unnithan [6] proposed an 

iterative method that requires a suitable initial solution. Hence, subsequently 

the attempts for determining approximate optimum stratum boundaries have 

been made by several authors [3, 5, 10, 11]. For a skewed population where 

a certainty stratum is necessary, Lavallée and Hidiroglou [12] proposed an 

algorithm to obtain stratum boundaries for a power allocated stratified 

sample. After reviewing Lavallée and Hidiroglou’s algorithm, a modified 

algorithm that incorporates the different relationships between the 

stratification and study variables was proposed [19]. There are several other 

algorithms available in the literature [16, 18, 19]. Section 2 presents the 

formulation of the problem of optimum stratum boundaries. Section 3 

presents four approximate optimal stratification methods proposed by            

[7, 9, 11, 13]. A comparison between these approximate methods using some 

theoretical distributions is given in Section 4. Finally, conclusions are given 

in Section 5. 
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2. Formulation of the Problem 

Let the population under consideration be divided into ‘L’ strata and a 

stratified random sample of size n be drawn from it. Let the hth stratum 

contain hN  units with Y-values ( )hhi NiY ...,,2,1=  so that  == L

h hNN
1

,  

and the population mean and the population variance in the hth stratum are, 

respectively, 

 =
=µ hN

i hi
h

h Y
N 1

1
 

and  

( ) =
µ−−=σ hN

i hhi
h

h Y
N 1

22 .
1

1
 

The population mean is  = µ=µ L

h hhW
1

,  where .NNW hh =  We denote 

the sample size in stratum h by hn  and the ‘ith’ observed Y-value in           

stratum h by .hiy  The ‘hth’ stratum mean and the stratified sample              

mean are  == hn

i hi
h

h y
n

y
1

1
 and  == L

h hhst yw
n

y
1

,
1

 respectively, where 

 == L

h hnn
1

,  sty  is an unbiased estimator of .µ  The variance of sty  

depends on how the strata are constructed, how the sample is allocated and 

whether stratification is done by Y or by some auxiliary variable X. 

The population Y-values are the values of independent and identically 

distributed variables generated from a distribution with probability density 

( ).yf  The optimal construction of strata using proportional allocation has 

been determined in [4, 14]. 

For the construction of L strata by choosing 1−L  stratum boundaries 

121 −<<< lyyy ⋯  on the Y-scale, ( )styVar  is minimum when the 

following equations are satisfied: 

,1...,,2,1;
2

1 −=µ+µ= + Lhy hh
h  
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where  

( ) −
=µ

Yh

Yhh
h dyyyf

w 1

1
 

with ( ) −
=

Yh

Yhh dyyfw
1

.  Exact solution for obtaining the stratum boundaries 

hy  is not easy, approximate methods are given in Section 3. 

3. Approximate Optimal Stratification Methods 

In this section, some approximate methods are presented. 

3.1. Cumulative 31
f  

Stratification method is studied in [7]. The cumulative 31
f  (abbreviated 

cum )31
f  is constructed first, and then the cum 31

f  scale is partitioned 

into equal intervals. The variance of the stratified mean sty1  using this 

stratification and allocation method is given by  

( ) ( ) ,12Var 23
1 nLYHy st =  where ( ) ( )

∞

∞−
= .31

dyyfYH  

3.2. Cumulative 21
f  

It is studied and recommended in several books and articles                        

[1, 5, 7, 9, 10]. The cumulative 21
f  is formed, and then the cum 21

f  scale 

is divided into equal intervals. The allocation consists of taking equally as 

many observations from each stratum. An approximation to the variance of 

the stratified mean ,2sty  using this stratification and allocation method, is 

given by 

( ) ( ) ,12Var 22
2 LnYKy st =  where ( ) ( )

∞

∞−
= .21

dyyfYK  
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3.3. Cumulative 65
f  

The cumulative 65
f  method of stratification is studied in [14]. The 

cumulative 65
f  is formed and cum 65

f  scale is divided into equal 

intervals. The variance of the stratified mean sty3  using this stratification 

and allocation method is given by  

( ) ( ) ,12Var 256
3 nLYCy st =  where ( ) ( )

∞

∞−
= .65

dyyfYC  

3.4. Cumulative 76
f  

This method is studied and used in [19]. First the cumulative 76
f  is 

formed, and then the cum 76
f  scale is divided into equal intervals. The 

variance of the stratified mean sty4  using this stratification and allocation 

method is given by  

( ) ( ) ,12Var 267
4 nLYAy st =  where ( ) ( )

∞

∞−
= .76

dyyfYA  

4. Theoretical Applications 

In this section, we compare the approximate optimal stratification 

methods given in Section 3 using some theoretical distributions. 

4.1. Using the uniform distribution ( ),, dccU +  with the cum ,31
f  the 

variance of the stratified mean sty1  is 

( ) ( )
,

1212 2

2

2

3

11
nL

d

nL

yH
yVv st ===  where ( ) ,3

2

dyH =  

with cum ,21
f  

( ) ( )
,

1212 22

2

22
nL

d

nL

yK
yVv st ===  where ( ) ,2

1

dyK =  
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with cum ,65
f  

( ) ( )
,

1212 2

5

1

2

56

33
nL

d

nL

yc
yVv st ===  where ( ) ,6

1

dyC =  

and for cum ,76
f  

( ) ( )
,

1212 2

6

1

2

67

44
nL

d

nL

yA
yVv st ===  where ( ) .7

1

dyA =  

Comparisons between the four methods in terms of the efficiency of  

cum ( )4
76

vf  relative to the other three approximate methods are given in 

Table 1. 

Table 1. Comparing cum 76
f  with the other three methods 

Uniform distribution 

d  
1

4
1 v

v
R u =

 2

4
2 v

v
R u =

 3

4
3 v

v
R u =

 

1.0 1 1 1 

1.5 0.4755 0.7133 0.9866 

2.0 0.2806 0.5612 0.9772 

3.0 0.1334 0.4003 0.9640 

4.0 0.0787 0.3150 0.9548 

5.0 0.0523 0.2615 0.9478 

We see from Table 1, that for ,0.1>d  cum 76
f  is more efficient than 

cum  ,31
f  cum 21

f  and cum ,65
f  respectively. 

4.2. Using right triangular distribution whose p.d.f. is given by 

( )
( )

( )






 ≤≤
−

−
=

,otherwise;0

,;
2

2
bya

ab

yb

yf  



Ghadah A. Alsakkal et al. 1144 

with the cum ,31
f  the variance of the stratified mean sty1  is 

( ) ( ) ( )
,

12

84.0

12 2

2

2

3

11
nL

ab

nL

yH
yVv stProp

−===  where ( ) ( ) ,945.0 3

2

abyH −=  

with cum ,21
f  

( ) ( ) ( )
,

12

2

1

12 2

2

2

2

22
nL

ab

nL

yK
yVv stProp

−
===  where ( ) ,

2

ab
yK

−=  

with cum ,65
f  

( ) ( ) ( )
,

12

96.0

12 2

5

1

2

56

33
nL

ab

nL

yc
yVv stProp

−===  where ( ) ( )6

1

97.0 abyC −= , 

and with cum ,76
f  

( ) ( ) ( )
,

12

1.0

12 2

6

1

2

67

44
nL

ab

nL

yA
yVv stProp

−===  where ( ) ( ) .14.0 7

1

abyA −=  

Comparisons between the four methods in terms of the efficiency of   

cum ( )4
76

vf  relative to the other three approximate methods are given in 

Table 2. 

Table 2. Comparing cum 76
f  with the other three methods 

Right triangular 

ab −  
1

4
1 v

v
R r =  

2

4
2 v

v
R r =  

3

4
3 v

v
R r =  

0.5 0.4241 0.7127 0.1064 

1.0 0.1190 0.2000 0.1040 

1.5 0.0566 0.0951 0.1026 

2.0 0.0334 0.0561 0.1016 

4.0 0.0094 0.0157 0.0993 

5.0 0.0062 0.0105 0.0986 
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We see from Table 2 that for ,5.0≥− ab  cum 76
f  is more efficient 

than cum ,31
f  cum ,21

f  and cum ,65
f  respectively. 

4.3. Using exponential distribution ( ),exp λ  with the cum ,31
f  the variance 

of the stratified mean sty1  is 

( ) ( )
,

12

27

12 2

2

2

3

1
nLnL

yH
yVv stProp

λ===  where ( ) ,
3

32λ
=yH  

with cum ,21
f  

( ) ( )
,

12

1

12 22

2

2
nLnL

yK
yVv stProp

λ===  where ( ) ,2

1−
λ=yK  

with cum ,65
f  

( ) ( )
,

12

24.1

12 2

5

1

2

56

3
nLnL

yC
yVv stProp

−
λ===  where ( )

6

1

5

6

λ

=yC  

and with cum ,76
f  ( ) ( )

,
12

197.1

12 2

6

1

2

67

4
nLnL

yA
yVv stProp

−
λ===  where 

( ) .

6

7

7

1

λ

=yA  

Comparisons between the four methods in terms of the efficiency of   

cum ( )4
76

vf  relative to the other three approximate methods are given in 

Table 3. 
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Table 3. Comparing cum 76
f  with the other three methods 

Exponential distribution 

λ  
1

4
exp1 v

v
R =  

2

4
exp2 v

v
R =  

3

4
exp3 v

v
R =  

0.1 0.000650 0.04393 0.89081 

1.0 0.044300 0.29930 0.96180 

2.0 0.157864 0.53329 0.98426 

3.0 0.331979 0.74766 0.99764 

3.2 0.373676 0.78898 0.99978 

4.0 0.562549 0.95021 1.00724 

4.2 0.615186 0.98964 1.00888 

5.0 0.846887 1.14440 1.01475 

5.4 0.975217 1.22020 1.01736 

We see from Table 3 that for ,2.31.0 ≤λ≤  cum 76
f  is more efficient 

than cum ,65
f  more efficient than cum 21

f  for 2.41.0 ≤λ≤  and it is 

more efficient than cum 31
f  for .4.51.0 ≤λ≤  

4.4. Using normal distribution ( )2, σµN  with the cum ,31
f  the variance of 

the stratified mean sty1  is 

( ) ( )
,

12

22.2

12 22

3

1
nLnL

yH
yVv stProp

σ
===  where ( ) ,305.1 2

1

σ=yH  

with cum ,21
f  

( ) ( )
,

12

013.5

12 22

2

2
nLnL

yK
yVv stProp

σ===  where ( ) ,24.2 2

1

σ=yK  

with cum ,65
f  

( ) ( )
,

12

342.1

12 2

5

1

2

5

6

3
nLnL

yC
yVv stProp

σ===  where ( ) 6

1

278.1 σ=yC  
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and with cum ,76
f  

( ) ( )
,

12

273.1

12 2

6

1

2

6

7

4
nLnL

yA
yVv stProp

σ===  where ( ) .23.1 7

1

σ=yA  

Comparisons between the four methods in terms of the efficiency of   

cum ( )4
76

vf  relative to the other three approximate methods are given in 

Table 4. 

Table 4. Comparing cum 76
f  with the other three methods 

Normal distribution 

σ  
1

4
1 v

v
R n =  

2

4
2 v

v
R n =  

3

4
3 v

v
R n =  

0.223 0.6117 0.8884 0.9999 

1 0.0391 0.2544 0.9511 

4 0.0031 0.0801 0.9081 

8 0.0009 0.0450 0.8874 

16 0.0002 0.0252 0.8671 

We see from Table 4 that for ,223.0≥σ  cum 76
f  is more efficient 

than cum ,31
f  cum 21

f  and cum ,65
f  respectively. 

4.5. Using chi-square distribution ( )k
2χ  and k degrees of freedom, with the 

cum ,31
f  the variance of the stratified mean sty1  is 

( )
( )

,

2
212

6
6

4

22

223

1







Γ∗







 +Γ

==

+

k
nL

k

yVv
k

k

stProp  

where 

( )
( ) ( )

31
6

326

2
2

6
6

4













Γ







 +Γ

=

+

k

k

yH

k

k
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with cum ,21
f  

( ) ( )
( )

,

2
12

2
4

2

12 2

222

2

2

2







Γ∗







 +Γ

===

+

k
nL

k

nL

yK
yVv

k

stProp  

where  

( )
( )

,

2

2
4

2

21

14













Γ







 +Γ

=

+

k

k

yK

k

 

with cum ,65
f   

( ) ( )
( )

,

2
12

2
12

25

5

6

12 2

515

6

10

25

2

5

6

3







Γ∗







 +Γ







===








 +

k
nL

k

nL

yC
yVv

k

stProp  

where 

( )
( )

65

61

12

25

2

2
12

25

5

6













Γ







 +Γ







=








 +

k

k

yC

k

 

and with cum ,76
f  

( ) ( )
,

12

2
2

7

13

3

7

12 2

2

6

7
6

13

2

6

7

4
nL

k

k

nL

yA
yVv

k

k

stProp































Γ







 +Γ








===

















 +
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where 

( )
( )

.

2
2

7

13

3

7

76
73

7

13













Γ







 +Γ








=








 +

k

k

yA

k

k

 

Comparisons between the four methods in terms of the efficiency of   

cum ( )4
76

vf  relative to the other three approximate methods are given in 

Table 5. 

Table 5. Comparing cum 76
f  with the other three methods 

Chi-square distribution 

k  
1

4
1 v

v
R Chi =  

2

4
2 v

v
R Chi =  

3

4
3 v

v
R Chi =  

1 0.0233 0.2458 0.9612 

2 0.0124 0.1680 0.9398 

3 0.0084 0.1356 0.9299 

12 0.0022 3.255E-05 4.0208E-5 

24 0.0011 2.041E-12 0.35E-10 

We see from Table 5 that for ,1≥k  cum 76
f  is more efficient than 

cum ,31
f  cum 21

f  and cum ,65
f  respectively. 

5. Conclusions 

The cum 76
f  has proved to be the most efficient out of the presented 

approximate methods [17]. This method is applied using five theoretical 

distributions namely uniform, right triangular, exponential, normal, and chi-

square. It is concluded that: 

- The cum 76
f  is more efficient than the cum ,31

f  cum 21
f  and cum 

65
f  for the uniform distribution when .0.1>d  
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- The cum 76
f  is more efficient than cum ,31

f  cum 21
f  and cum 

65
f  for the right triangular distribution when ( ) .5.0≥− ab  

- It is also noted that for the exponential distribution, the cum 76
f  is 

more efficient than cum 65
f  when ,2.31.0 ≤λ≤  more efficient than   

cum 21
f  when 2.41.0 ≤λ≤  and more efficient than the cum 31

f  when 

.4.51.0 ≤λ≤  

- For the normal distribution, it is concluded that the cum 76
f  is more 

efficient than the cum ,31
f  cum 21

f  and cum 65
f  when .223.0≥σ  

- Finally, it is concluded that the cum 76
f  is more efficient than the 

cum ,31
f  cum 21

f  and cum 65
f  for the chi-square distribution when 

.1≥k  
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