
e-Prime - Advances in Electrical Engineering, Electronics and Energy 1 (2021) 100017 

Contents lists available at ScienceDirect 

e-Prime - Advances in Electrical Engineering, Electronics and 

Energy 

journal homepage: www.elsevier.com/locate/prime 

High bandwidth data and image transmission using a scalable link model 

with integrated real-time data compression 

Rand B. Mohammed, Ph.D. a , ∗ , Roelof van Silfhout, Ph.D. b 

a Mechatronics Engineering Department, Tishk International University, Erbil, Iraq 
b Department of Electrical and Electronic Engineering, University of Manchester, Manchester, United Kingdom 

a r t i c l e i n f o 

Keywords: 

Real-time 

Transceiver system 

FPGA 

Embedded system 

a b s t r a c t 

Our society increasingly relies on the transmission and reception of vast amounts of data using serial connections 

featuring ever-increasing bit rates. In imaging systems, for example, the frame rate achievable is often limited 

by the serial link between a camera and host even when modern serial buses with the highest bit rates are used. 

This paper reports a scalable link system with a bandwidth and interface standard that can easily be adapted to 

suit a particular application. The scalable serial link approach has been extended with lossless data compression 

with the aim of further increasing dataflow at a given bit rate. The compression method is integrated into the 

scalable transceivers providing a comprehensive solution for optimal data transmission over a variety of different 

interfaces. The system is fully implemented on an FPGA using a fully hardware based system. A Terasic DE4 board 

was used for implementing and testing the system using Quartus-II software and tools for design and debugging. 

The impact of compressing the image and carrying the compressed data through parallel lines is similar to the 

impact of compressed the same image inside a single core with a higher compression ratio, in this system between 

7.5 and 126.8. 
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. Introduction 

Transferring high resolution multi-spectral images between a camera

r medical diagnosis device (e.g. CAT, MRI) and an offline processing

ystem (host) can be particularly challenging, especially if transfer times

ust be shorter or equal to the frame time of images so as not to create

ottlenecks in the image data transfer. For the majority of modern cam-

ra systems the transfer link speed to a host is the limiting factor. One

ay to improve the effective frame rate as received by a host is to use im-

ge compression inside the camera. Provided a fast image compression

ystem is available that provides compressed images within the time it

akes to capture a new frame such an approach should increase the ef-

ective frame rate when the image data transfer is the limiting factor.

ome companies (e.g. Dectris https://www.dectris.com/ ), have used an

pproach that transmits images to clients over multiple transceiver links.

he transceiver devices are based on SerDes technology, which matches

ifferent transceiver technologies such as the Ethernet, the PCI Express

1–3] and the ESATA/SAS standards [4–8] . With these systems, data is

arried over the transceiver links from the source, without any changes

n their format and without applying any form of image processing. For

xample, an x-ray detector with 2070 ×2167 pixels where each pixel is

igitized with 32-bits per pixel that captures images with a frame rate

f 750 Hz produces an uncompressed data rate of 108 Gbps. Such data
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ates are well in excess of any single serial link that is currently available;

ost links are limited to data rates of 1–10 Gb/s. Because of transfer

rotocol overhead the effective image data rate is usually significantly

elow the advertised bit rate resulting in a data transfer bottleneck. 

In this paper we discuss two approaches to address the resulting

ransfer bottleneck. On the one hand, data is compressed using an op-

imized lossless compression algorithm whilst on the other hand band-

idth is increased by the use of a flexible or scalable data link approach.

n order to handle the high data rate, the system cannot be implemented

y using a traditional sequential microprocessor based system with soft-

are. Instead, we propose to create a scalable multi-link system based

ogic modules that are implemented on a Field Programmable Gate Ar-

ay logic (FPGA). A full system consists of an embedded system imple-

ented on an FPGA on either side of a variable set of transfer links (see

ig. 1 ). Each system handles image (de)compression algorithms, data

de)serialization and a dedicated transfer protocol. 

The architecture of a traditional system is implemented with a cen-

ral processing unit (CPU) that is operated by software and interfaced

o hardware. The TCP/IP protocol is one of the most common methods

f creating a serial link that uses an Ethernet physical layer which typ-

cally consists of 1–4 twisted wire pair connections. When a project is

uilt as an embedded system and based on TCP/IP as a standard pro-

ocol, it is called an embedded TCP/IP protocol. The embedded TCP/IP
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Fig 1. An example of a scalable multi-link architecture which connects different imaging devices to client devices [12] . 

Fig 2. The architecture of embedded software and hardware systems (a) and (b) [13] and an embedded hardware system (c) [12] . 
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as a structure of a hierarchical protocol that is similar to the TCP/IP

tructure in the PC [9] . The main characteristics are real time, flexibil-

ty and simplicity [10] . The embedded TCP/IP system is usually built

s partially software and partially hardware; the software part consists

f the CPU that controls the whole system processor with a slow data-

ate, which can cause a CPU bottleneck. In the past few years, the at-

ractive solution to this problem, viz. The TCP/IP Offload Engine (TOE)

merged to reduce the CPU overhead in order to improve the network

erformance and increase the throughput of network connection [11] .

he increase in the Ethernet speed can support between 10 Mbps and

0 Gbps. Fig. 2 b shows the architecture for the TOE based on the tradi-

ional TCP/IP. The architecture of the second type of embedded system,

hich is implemented as hardware without a software part (no CPU) is

hown in Fig. 2 c. 

The TCP/IP Offload Engine (TOE) was developed by different re-

earchers. Zhong-Zhen [13] and Hashimoto [14] used the TOE for the

igabit Ethernet system, Zhong-Zhen [13] designed and implemented

he TOE as a solution to the TCP/IP CPU bottleneck. The system was

mplemented as an embedded system inside the FPGA device, which

as connected to the desktop PC via a Gigabit Ethernet switch. The sys-

em was tested with a packet size equal to 1.5 K-bytes, the transmitted
2 
ata-rate was 189.23 Mbps while the receiving data-rate was between

39.34 Mbps and 296.32 Mbps. The transmitting data-rate was made

lower than the receiving data-rate since the transmitted data requires

ore CPU cycles to process the TCP/IP encapsulation. Chang [15] de-

eloped two TOE virtualization architectures in order to enable multi-

le operating systems communicate with real computers, and share the

ame physical machine. Yong [16] , on the other hand, used the TOE for

he 10 Gbps, by dividing the TOE system architecture into eight blocks

nd using four XAUI interfaces to transmit and receive the frames. The

ystem was implemented on a Stratix IV GX device, and the transmission

ates were up to 40 Gbps as sender and 4 Gbps as receiver. 

. Methodology 

The Scalable Link Model with Compression (SLMC) is a new ref-

rence model used to carry real-time images or data between cam-

ras/detectors and clients, a source and a destination, at high transceiver

peeds. The SLMC is designed to support different types of application

or instance it can be used in remote sensing camera applications that re-

uired data miniaturization, high speed data transmission, and support

eal-time [17] . 
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Fig 3. The SLMC architecture. 
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The SLMC divides the transmitter and receiver systems into three

ayers, i.e. application, transport and physical, as shown in Fig. 3 . Each

ayer has a specific task, and in combination with the others it provides

 full transceiver system. The physical layer interfaces with the actual

hysical media, the application layer specifies and handles the protocol

f transmitting/receiving data whereas the transport layer controls the

ow of data between the previous two layers. 

One of the main objectives of the SLMC is to overcome the complex-

ty involved in using other reference models, such as TCP/IP, and their

equired protocols as well as the limitations of using a single transceiver

ink. A second objective is to increase the effective transceiver speed by

sing a multiple links in parallel at the physical layer level, for both

he transmitter and the receiver. A third objective is to reduce the data

olume by using a compression method at the transmission side and

 decompression method at the receiving side. A lossless compression

ethod is used as a part of the application layer. The SLMC allows for

he control of more than one receiver application at a time, each be-

ng placed into an individual domain, which requires applying a few

hanges to the SLMC receiver side, especially of the transport and ap-

lication layers. 

.1. The application layer 

The application layer is the top layer of the SLMC which provides

he system with the ability to access an application device in order to

xchange data. The SLMC has a full architecture for the transmitter and

eceiver sides, and different processors are applied to the data. 

On the transmitter side, as shown in Fig. 4 , the application layer con-

ists of several sub-layers, some of which are physical devices, such as

he source of data (camera) with an external memory device, and oth-

rs are implemented as an embedded system inside the FPGA device.

he camera generates real-time data which are stored temporarily in-

ide the external memory, and which then interface with the embedded

ystem inside the device. The embedded system part of the application

ayer consists of four sub-layers (see Fig. 4 ) which carry the data before

he embedded system interfaces with the memory in order to read the

ata and process it accordingly. The first sub-layer provides a connec-

ion between the external part of the application layer and the rest of

he system, the second sub-layer controls reading data from the memory

ontroller, the third sub-layer divides long packets read from the device

nto multiple sub-packets, and the final sub-layer compresses data on

he transmitter side based on the lossless compression method called

LCM (reduced lossless compression method) [18] . 

However, on the receiver side, as shown in Fig. 4 , the application

ayer is placed at the final stage of the system and consists of several sub-

ayers, some of which are physical devices such as the destination device

ith the external memory device, while the others are implemented

s an embedded system. The external memory device interfaces with

he embedded system inside the device and is used to store the data

eceived in order to forward them to a destination application such as

he Vision System. The embedded system part of the receiver application

ayer consists of several sub-layers. The first sub-layer de-compresses

ata that has been compressed on the transmitter side, based on the

ame compression method. The second sub-layer combines sub-packets

f data in order to generate a full packet of the original width. The third
3 
ub-layer is responsible for controlling writing data into the final sub-

ayer (the memory controller), which provides a connection with the

xternal memory device and is used to monitor data flowing between

he embedded system and the memory device. 

The available technique for compressing the image is by dividing

he image into eight sub-images called packets, 8K-pixels each. Each

acket is compressed inside a single compression core, which means

here are eight single systems all connected in parallel and share the

ame source of data. Carrying data from each single core is based on

he pipelined technique. When compressing data by using parallel cores

aking the execution time eight times shorter than when compressing

he image using single core. However, the execution time at each core

an be either the compressed time for each core or the transmitted time,

epending on which one is longer. In this case the delay will be the

ime required to compress the first row from the sub-image when its

ize is 256-pixels. The main reason behind choosing the size of the data

rocessed each time to be equal to the row size (i.e. 256 pixels) is that the

ompression method was designed to compress 256 pixels at a time. In

ompressing the image inside one core, the system takes 256 processor-

ycles to complete the compression, while the system takes 32 processor-

ycles to compress the same image inside eight parallel cores; when the

rocessor-cycle is the time to compress each row from the image. 

.2. The transport layer 

The transport layer is implemented at both the transmitter and the

eceiver sides, between the application and physical layers. It has two

ain concepts. First, it carries data on the transmitter side from the

pplication layer to the physical layer. Secondly, it applies a process to

he data in order to make it suitable for carrying over physical media

hrough transceiver devices. These processes are changeable based on

he transceiver speed supported by each device at the physical layer,

hich can be either 1 Gbps or 3.125 Gbps. 

One of the available transceiver speeds that can be used for a single

evice is 1 Gbps, which can be supported by many transceiver proto-

ols such as low-voltage signal (LVS) and Gigabit Ethernet (GIGE). The

esigns of the transport layer and its cores for both the transmitter and

he receiver sides have a similar structure and a similar means of imple-

entation. On the transmitter side, each individual core on the transport

ayer reads data from the application layer and writes it inside the phys-

cal layer. The width for reading data is equal to 16 bits, while the width

or writing data into the physical layer is 8 bits. To help match data be-

ween these two layers, a data controller and a divider, both of which

re implemented as embedded systems. The data controller is used to

anage data flowing between the layers, while the data divider is used

o divide each frame into two parts, the MSB and the LSB, and forward

hem to the next layer, i.e. the physical layer. On the receiver side, the

pposite process is applied, with each core in the transport layer carry-

ng data from the physical layer to the application layer. Each core is

mplemented as two combiner and data controller sub-layers, each with

wo interface ports – one with the physical layer, with a width equal to

 bits, and the other one with the application layer, with a width of 16

its. The combiner reads the data from the physical layer with a byte

idth, and then it requires two clocks to generate the full frame with a

6-bit width before sending it to the data controller. The MSB is read

ith the first clock and the LSB with the second clock. After combin-

ng two bytes, the combiner will send the data, at its original width, to

he next sub-layer data controller in order to forward the packet to the

pplication layer. 

However, for the transceiver system that supports 3.125 Gbps as a

aximum transceiver speed. Unlike the transport layer, for 1 Gbps sys-

ems, the data width for both sides is equal to 16 bits, in which case the

ransport layer just needs to pass data between the two layers, without

pplying any extra processes. These cores are called ‘data controllers’

nd are implemented as an embedded system and connected in parallel
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Fig 4. A diagram of the proposed system. 
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t each side. All the data controller cores are triggered with the same

lock in order to synchronize data movement. 

.3. The physical layer 

The physical layer is one of the most important parts of the SLMC

ystem. The name of the layer defines the real purpose, which is based

ainly on connecting one or two applications in different systems

hrough physical media, in order to exchange data. The physical layer

as two interface ports, one of which is connected with the rest of the

mbedded system inside the FPGA while the other one exports outside

he FPGA in order to connect to the transceiver ports and devices. The

hysical layer consists of two sub-layers (see Fig. 4 ), both of which are

mplemented as an embedded system, and the bottom sub-layer inter-

aces the physical medium. 

Based on its main structure, the SLMC is designed to support various

ransceiver speeds, protocols and devices, depending on the available

nput/output (IOB) ports for the main FPGA device that is used to imple-

ent the embedded system. The SLMC physical layer consists of multi-

le transceiver systems connected in parallel at both the transmitter and

he receiver sides. Generally, each transceiver system can support either

 Gbps or 3.125 Gbps as a single transceiver speed. These transceiver

peeds are provided by different transceiver protocols in order to match

ifferent physical media and transceiver devices. 

Data transmission over parallel nodes is important, especially for

hose systems requiring high data transmission rates. In SLMC systems,

ifferent transceiver protocols are used, some of which (e.g. the Serial-

apid-IO) are already based on the internal parallel structure and are

odified to be used with the external parallel structure. Other protocols,

uch as the LVS and the GIGE, which are designed to support a single

ransceiver system only, are modified to support a parallel structure. 

.3.1. Physical architecture for the LVS protocol 

The LVS support link speeds up to 1 Gbps for relatively short dis-

ances, and it is based on the serialiser and de-serialiser (SerDes) oper-

tions at both the transmitter and the receiver sides. High-speed serial

ransceiver protocols are currently used in most development applica-

ions which require high speeds with less pins. In this project one of the

LMC architecture models consists of eight single transceiver systems

onnected in parallel at the physical layer, each supporting the LVS as a

ingle transceiver protocol. The LVS transceiver protocol has two main

oncepts. First, the transmitter side converts parallel low-speed data into

igh-speed serial data, while the receiver side converts high-speed serial

ata into low-speed parallel data. Secondly, the output signal from the

VS system at the transceiver side and the input signal into the LVS sys-
4 
em on the receiver side are both differential signals and are therefore

ore stable than single-ended signals in order to avoid any noise while

ransferring data. 

.3.2. Physical architecture for the GIGE protocol 

The SLMC structures also supports the GIGE as a transceiver protocol.

ts physical layer consists of eight single transceiver systems connected

n parallel, and each system carries data based on the GIGE protocol. The

ransceiver system consists of transmitter and receiver systems, which

eans the SLMC offers the ability to work as a transmitter system or a

eceiver system, or both. For transmitting, the single transceiver system

s divided into two sub-layers, a frame generator and a transmitter de-

ice. The transmitter device for the GIGE transmitter protocol is called

 GIGE transmitter device (GIGE-TD) which consists of two cores: the

CS and the PMA. The frame generator reads data from the transport

ayer and generates an input frame for GIGE-TD. It has two interface

orts, the first of which interfaces with the transport layer connected

nternally inside the embedded system, while the other one connects to

he GIGE-TD device which consists of two signal buses: data and control,

hich are connected internally inside the system. The frame generator

eads a packet of data up to 1024 bytes in size from the transport layer,

hen adds a 3-byte information header file to each packet of data and

nally sends it to the GIGE-TD over a bus width of 8 bits with a 1-bit

ontrol signal. The control signal is used to define the type of incoming

ata. If it is equal to 1, this means that the data being carried are at the

ame time control data; otherwise, if it is equal to 0, the data carried

ver the data bus are original. 

The next sub-layer in the transceiver system is called the ‘transmitter

evice’, which consists of two cores, the PCS and the PMA, with a PMD

n some cases. The PCS core is connected between the frame generator

nd the PMA core. The PCS core is used to encode data and forward them

o the PMA core. The 8/10 encoder is mainly used with this system. The

utput code from the PCS is low-speed parallel data which are sent to

he next core, i.e. the PMA, in order to convert them to high-speed data.

he PMA core includes an SER that is used to convert low-speed parallel

ata into high-speed serial data, while the SER core has two input clocks,

s shown in Fig. 5 . The low-speed clock connects at the PCS side and is

sed to synchronize parallel data, while the high-speed clock connects

t the SER output core in order to trigger serial data. The low-speed

lock is 125 MHz used to clock the full system, while the value of the

igh-speed clock is 1 GHz. 

However, for receiving data, the transceiver system consists of two

ub-layers: a receiver device and a frame checker. The receiver device

onsists of a PMA and a PCS core, with a PMD in some cases. The PMA

orks mainly as a Deserialiser (DES) that receives high-speed serial data,
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Fig 5. The interior design of a single transceiver system based on the GIGE 

transceiver protocol. 
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Fig 6. The Rapid-IO header file 
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ither directly from the physical medium or from the PMD core and con-

erts it to low-speed parallel data. This core has two input clocks, as

hown in Fig. 5 . A high-speed clock equal to 1 GHz connects at the se-

ial data side, and a low-speed clock equal to 125 MHz connects at the

arallel data side. The low-speed parallel data generated by the PMA

re forwarded to the PCS core, which consists of a decoder. The decod-

ng methods applied on receipt of the data must be the same methods

pplied to the data before transmission; in this case the 10/8 decoder

s used. The PCS generates 8-bit data with a 1-bit control signal and

orwards them to the frame checker. The frame checker then reads the

ata with its control signal. If the control is equal to 1, the incoming

ata are control data; otherwise, if it is equal to 0, they are original

ata. The next step involves removing the header file that is added on

he transmitter side and forwarding the data on to the transport layer. 

.3.3. Physical architecture for the Rapid-IO protocol 

Rapid-IO is an embedded transceiver protocol used in many indus-

rial applications. For transmitting data, it converts low-speed parallel

ata into high-speed serial data, and vice versa for receiving data. The

LMC’s physical layer consists of multiple single transceiver systems

onnected in parallel, and each transceiver system is divided into two

ub-layers. For the transmitter side, we have a frame generator with a

ransmitter device, while the receiver side has a frame checker and a

eceiver device. Both the frame generator and the frame checker cores

re created as a customize IP-blocks for this system while the transmit-

er and the receiver devices used are provided by Altera in Quartus-II

ibrary. 

On the transmitter side, the Frame Generator (FG) is the first sub-

ayer in the transceiver system on the transmitter side. It is implemented

s an embedded system inside the system that connects between the

ransmitter device and one part of the transport layer. The process inside

his core involves reading data from one part of the transport layer equal

o 16-bit widths and various lengths (between 46 bytes and 1024 bytes),

hen adding a header file to each data packet. The FG has two interface

orts, one with the transport layer over a 16-bit data-bus, while the

ther is with the PCS core on the transmitter side with two buses, the

ontrol bus and the data bus. The data bus, with a 16-bit signal, carries

ata to the PCS, while the 2-bit control bus is used to inform the PCS of

he type of incoming data. If they are equal to 0, the information being

arried over the data-bus is either a length or a payload-data; however,

f the value of the control signal is 1, the information carried over the

ata bus is control data. Besides connecting two layers, the other main

urpose of the FG is to generate the data in a format acceptable to the

ext core, i.e. the PCS core, by adding a header file to the original data

acket (see Fig. 6 ). The header is used to align the PCS core with the
5 
oming data and it is assigned to 0xBCBC for at least three clock cycles.

he next two bytes are used to specify the length of the packets in bytes,

nd the value of the length varies according to the length of the coming

acket, and it is assigned by the previous core. 

On the receiver side, the Frame Checker (FC) is a second sub-layer in

he transceiver system on the receiver side which is built as an embedded

ystem inside the main device. The FC connects between the PCS core

nd the transport layer. The FC receives data from the PCS core over

wo buses, the data bus and the control bus, the control values of which

efine the status of the data carried over the data bus. If it equals 1, the

ata bus carries either a control or an error message, but if the value

s 0, the data bus carries either the length or the payload-data. The FC

eceives only the payload-data with the length, removes the header data

hat are added to the packet at FG, and then forwards the data to the

ransport layer. The PCS core is the first sub-layer in the transceiver

ystem and is implemented inside the system as a part of the physical

ayer. It works as an encoder on the transmitter side and as a decoder on

he receiver side. The PMA is the final stage in the physical layer, and

t connects the embedded system with the physical medium on both the

ransmitter and the receiver sides. The PMA core is based on the SerDes

rocess. For transmissions, the PMA works as an SER by converting low-

peed parallel data into high-speed serial data, in order to send them out

o the physical medium. On the receiver side, the PMA works as a DES

y converting high-speed serial data received from the physical medium

nto low-speed parallel data in order to forward them to the PCS core.

he PMA core has two input clocks, one of which is a low-speed clock

n the system side with a value of 156.25 MHz, while the other one

esides on the medium side with a value of 3.125 GHz. Based on these

wo clocks, the system will serialize and de-serialize the data. 
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Fig 7. The HSMC’s TXs and RXs connecting together 

through SMA cables and an XTS board plugged into the 

DE4 board [ 12 , 20 ]. 
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For the SLMC system the length value of the transceiver packet was

hangeable depending on the number of repeated pixels inside the orig-

nal image. As a result, the compression core sent the length of the com-

ressed packet to the transceiver devices, in order to avoid taking any

xtra bytes when carrying data. This value would be used on the other

ystem side when decompressing the image, in order to identify com-

ressed data from the table. The way this value was sent to the next

ore depended on the transceiver device and protocol. 

. SLMC system implementation 

The SLMC system is a combination of a transceiver system and a

ompression system. The SLMC has an architecture which divides the

ystem architecture into three layers: application, transport and physi-

al. The compression is part of the application layer, while the physical

ayer consists of multiple single transceivers connected in parallel. The

LMC system was fully implemented inside the FPGA device, consist-

ng of three layers, each of which included different blocks which were

nternally connected. The embedded system inside the FPGA interfaced

rom one side with the application device and from the other side the

ransceiver physical medium. 

The SLMC system is implemented as fully hardware by developing

P blocks, which are created using Quartus-II software and then imple-

ented inside the FPGA as an embedded hardware system. Each IP-

lock is designed for a specific purpose, and each layer of the SLMC

ystem consists of one or more blocks. These IP blocks are connected

ogether internally using Altera’s Qsys logic [19] . 

The system was tested by programming the FPGA device with

he embedded system and then monitoring the FPGA device with the

uartus-II signal-tap analyzer tool. Inside the system a counter was im-

lemented which was used to record the number of cycles between read-

ng the first byte from the source and writing the last byte to the destina-

ion memory for the various implementations. The value of the counter

as accessible by the signal-tap analyzer tool. The counter was triggered

y the same master clock used to synchronize the system. The mas-

er clock that used for the compression system, the transceiver and the

LMC systems with the LVS, the GIGE protocols was equal to 125 MHz,

hile for the transceiver and SLMC based on the Rapid-IO protocol the

lock-value was either 156.25 MHz, 195.3125 MHz or 312.5 MHz. 
6 
Terasic’s DE4 board [12] was used as a testing platform for the SLMC

ystem using LVS as a transceiver protocol. It was tested by exporting

he transmitter and receiver signals to banks 2 and 3 on a HSMC ex-

ender board (see Fig. 7 ) and then connecting them together using an

xternal loopback board. However, for the SLMC system based on the

IGE, and the Rapid-I/O protocols, the full system was implemented

s an embedded system with internal loopback links. The system ports

ere connected directly to the HSMC board’s bank 1. This bank 1 con-

isted of eight ports assigned with a Pseudo Current Mode Logic (PCML)

oltage, with each port supporting up to 6.5 Gbps, meaning that bank 1

s suitable for different transceiver protocols with different speeds. Both

ystems were tested in two ways. For the full transceiver system, this

as achieved by connecting two transceiver systems together, export-

ng each one to a separate HSMC board, either on the same board as

ig. 7 shows, or a separate testing board such as two DE4-boards, using

n SMA cable with an XTS board, this system supports up to 16 Gbps

s a maximum theoretical transceiver speed with the GIGE protocol and

p to 40 Gbps with the Rapid-I/O protocol. 

. Test and experimental results 

The System implementation is based on logic block (or IP cores) that

re written in Verilog HDL using Quartus-II software and then imple-

ented inside the FPGA as an embedded system, while the hardware

mplementation means the necessary physical elements, such as a board,

n FPGA device and transceiver ports. The SLMC systems based on dif-

erent protocols were tested in two parts by determining the compressed

mage size, the compression ratio, the actual execution time inside the

ystem, the compression time, the transmission time, and the pixel-rate

hen applying a sample of medical images. Both the compression time

nd the transmission time are determined by using two embedded coun-

ers, each of which has two triggers and is connected in two different

ays in order to find both values. To determine the compression time,

he first trigger is triggered when the compression core reads the first

ixel from the packet source, and the end-trigger is triggered when fin-

shing forwarding the last compressed pixel to the next core at the trans-

ort layer. To determine the transmission time, on the other hand, the

tart trigger is triggered when the first pixel is read from the transport

ayer, and the end-trigger is triggered when the final pixel is sent out to
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Fig 8. An SLMC-LVS schematic diagram of the transmitter and receiver ports. 

Table 1 

The compression time, the transmission time, the execution time and the pixel 

rate when applying a sample of greyscale medical images to the SLMC-LVS 

system. 

The frequency of: Minimum value Maximum value Mean value 

Compression-time (ms) 0.00622 0.148 0.139 

Transmission-time (ms) 0.00411 0.0696 0.0655 

Execution-time (ms) 0.0623 0.15 0.141 

Pixel-rate (Giga pixel/ sec ) 0.436 1.05 0.467 
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Table 2 

The compression time, the transmission time, the execution time and the pixel 

rate when applying a sample of greyscale medical images to the SLMC-GIGE 

system. 

The value of: Minimum value Maximum value Mean value 

Compression-time (ms) 0.00622 0.148 0.139 

Transmission-time (ms) 0.00488 0.0704 0.0663 

Execution-time (ms) 0.0624 0.15 0.141 

Pixel-rate (Giga pixel/ sec ) 0.436 1.05 0.467 

w  

t  

c  

w  

c  

v  

v  

o  

w  

0  

w

 

d  

t  

t  

w  

H  

a  

i  

p  

p  

t

 

t  

i  

t  

e  

T  

c  

d  

l  

t  

a  

a  

r  
he physical medium. However, in order to find the total execution time

or the SLMC systems, the longer time between the compression time

nd the transmission time will be the execution time. The compression

ime is longer than the transmission time, because the compression time

ill include the time inside the compression core to read, scan and check

he input image and then generate the compressed image. The transmis-

ion time is the time required to read and add the header file, and then

end the data to the physical medium. The transmission time mainly de-

ends on the size of the compressed image and the input frequency of

he transceiver devices, which differ depending on the protocols used,

or example the LVS and the GIGE run at 125 MHz, while the Rapid-

O runs at 312.5 MHz. With this variety of transceiver protocols, the

ransmission time can be decreased by increasing the value of the input

requency. The transmission time and the pixel rate of the SLMC sys-

ems were compared with the transmission time and the pixel rate of

he transceiver system for a similar protocol, when applying a sample of

reyscale medical images, in order to assess the benefits of compressing

ata before transmission, compared to transmitting without compress-

ng. 

While the second part runs the whole system in MATLAB by applying

round 300 greyscale medical images; based on the equations concluded

rom the first part, the performances are calculated in MATLAB for a

ider sample. The MATLAB calculation is mainly based on reading the

mage from the computer, finding their histograms, compressing them

ased on the RLCM in the same way applied in the hardware, and finding

he following performances: the compressed image size, the compression

atio (CR), the compression time, the transmission time, the execution

ime, and the pixel-rate. 

At the SLMC-LVS system that shown in Fig. 8 . The CR values ranged

etween 0.9 and 15.9. Table. 1 shows the transmission time, the com-

ression time, the execution time and the pixel rate for the applied sam-

le of images. The compression time values was between 0.0621 ms and

.148 ms, all of which suited the real-time process, while the average

alue of the compression time was 0.139 ms. The value of the transmis-

ion time varied for the taken images between 0.004 ms and 0.069 ms
7 
hen 0.065 ms was the average value of the transmission time. The

ransmission time was very short compared to the compression time be-

ause the number of cycles the system required to compress the image

as much larger than the number of the required cycles to transmit the

ompressed image. The value of the execution time for the taken images

aried between 0.0623 ms and 0.15 ms when 0.141 ms was the average

alue of the execution time; it also suited the real-time process. Based

n the execution time, the pixel rate (i.e. the number of pixels carried

ithin one second) was measured. The pixel rate values ranged between

.436 Giga pixel/ sec and 1.05 Giga pixel/ sec when 0.467 Giga pixel/ sec

as the average value. 

The second model is the SLMC-GIGE, which was tested as an embed-

ed system in the FPGA device. Fig. 9 shows the schematic diagram of

he SLMC-GIGE at the transmitter and receiver sides. Both the transmit-

er and the receiver were exported to bank 1 on the HSMC connector,

hether to the same HSMC and connecting them together through a

SMC loopback header, or to two HSMCs and connecting them through

n XTS board with SMA cables. Similar to the previous system, the test-

ng case was reading greyscale medical images with a size of 256 × 256-

ixels. The image was divided into eight packets with a size of 8K-

ixels; each packet was processed and transferred through an individual

ransceiver system to another application on the other side. 

The compression time, the compressed image size and the CR for

he applied medical images were similar to the values at the SLMC-LVS,

n order to use the same method to compress data at both cases with

he same value for the input frequency. The transmission time, the ex-

cution time and the pixel rate for the applied images are shown in

able. 2 ; these three factors mainly depended on the transceiver proto-

ol. The system execution time, which is the total delay in the system

ue to compress and transmit data, is equal to the summation of the

ongest compression time taken at one of the parallel ports in addition

o the transmission time for the final sub-packet. Both the transmission

nd compression time changed according to the CR for each input im-

ge; when the CR was high, the execution time was short, and the pixel

ate was high. However, when the CR was low, the execution time was
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Fig 9. An SLMC-GIGE schematic diagram of the transmitter and receiver ports. 

Fig 10. An SLMC-RapidIO schematic diagram of the transmitter and receiver ports. 
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ong, and the pixel rate was low. The compression time values of differ-

nt images ranged between 0.0622 ms and 0.148 ms, while the average

alue for the compression time was 0.139 ms. However, when consid-

ring the possibility of differences between the measured and the calcu-

ated compression time; the compression time values of different images

ange from 0.054 ms to 0.156 ms. The transmission time varied between

.0048 ms and 0.07 ms with an average of 0.0663 ms. This time is very

hort compared to the time it takes to compress the image. Meanwhile,

he time required to compress and transmit the whole image, called the

xecution time, varied between 0.0624 ms and 0.150 ms when the av-

rage value was 0.14 ms; all three-time values allowed the image to be

ompressed and transmitted in real time. The pixel rate of the SLMC-

IGE system varied between 0.436 Gpixel/ sec and 1.05 Gpixel/ sec with

n average of 0.467 Gpixel/ sec . 

The third model is the SLMC-Rapid-IO that shown in Fig. 10 , which

as tested by implementing the system as an embedded hardware sys-

em inside the FPGA device and exporting both the transmitter and the

eceiver signals to bank 1 on the HSMC, whether to the same HSMC and

onnecting them together through a HSMC loopback header, or to two

SMCs on the same board, or two separate boards, and connecting them

hrough an XTS board with SMA cables. 

The testing case was reading greyscale medical images with a size of

56 × 256-pixels, which is divided into eight packets with 8K-pixels.

ach packet is compressed inside one core and transmitted through

 single transceiver system. With each compression core and single
8 
ransceiver system an embedded counter was used to measure the com-

ression time and the transmission time. For each image, six factors

ere calculated: the compression time, the transmission time, the exe-

ution time, the size of the compressed image, the CR and the pixel rate.

he compression time was mainly measured in view of the number of

ycles that the system required to compress the image; it was similar to

he previous cases with the LVS and the GIGE when the input frequency

as 125 MHz. This time can be reduced by increasing the input fre-

uency. The transmission time was variable for each image depending

n the protocols used. With the Rapid-IO transceiver protocols, three fre-

uencies were used as input frequencies: 156.25 MHz, 195.3125 MHz

nd 312.5 MHz. The compressed image size and the CR were similar

o all the protocols since these values only depended on the way the

mage was compressed, inside one core or eight cores, no matter what

ransceiver protocols were used. The pixel rate also varied according to

he CR which was calculated based on the size of the input image that

as fixed for all of them, and the execution time was different depending

n the CR and the input frequency. The compression time, the transmis-

ion time, the execution time, and the pixel rate were measured in MAT-

AB as shown in Table. 3 when applying a wide range of medical images.

ll the values were different depending on the input frequency and the

R values; the average value of the compression time was 0.11 ms at

56.25 MHz, while it was 0.0892 ms at 195.3125 MHz and 0.0557 ms

t 312.5 MHz. For the transmission time, the average value was 26.8

s at 156.25 MHz, while it was 21.5 μs at 195.3125 MHz and 13.4 μs
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Table 3 

The compression time, the transmission time, the execution time and 

the pixel rate when applying a sample of greyscale medical images to 

the SLMC-Rapid-IO system with three frequency values (156.25 MHz, 

195.3125 MHz and 312.5 MHz). 

The value of: At frequency: Minimum Maximum Mean 

Compression- 

time 

( sec ) 

156.25 MHz 4.98 ×10 − 5 3.98 ×10 − 5 2.49 ×10 − 5 

195.3125 MHz 1.18 ×10 − 4 9.48 ×10 − 5 5.92 ×10 − 5 

312.5 MHz 1.11 ×10 − 4 8.92 ×10 − 5 5.57 ×10 − 5 

Transmission- 

time 

( sec ) 

156.25 MHz 2.26 ×10 − 6 1.18 ×10 − 6 1.13 ×10 − 6 

195.3125 MHz 2.85 ×10 − 5 2.28 ×10 − 5 1.42 ×10 − 5 

312.5 MHz 2.68 ×10 − 5 2.15 ×10 − 5 1.34 ×10 − 5 

Execution- 

time 

( sec ) 

156.25 MHz 4.98 ×10 − 5 3.99 ×10 − 5 2.49 ×10 − 5 

195.3125 MHz 1.19 ×10 − 4 9.55 ×10 − 5 5.97 ×10 − 5 

312.5 MHz 1.12 ×10 − 4 8.98 ×10 − 5 5.61 ×10 − 5 

Pixel- 

rate 

(pixel/ sec ) 

156.25 MHz 5.49 ×10 8 6.86 ×10 8 1.1 × 10 9 

195.3125 MHz 1.32 ×10 9 1.64 ×10 9 2.63 ×10 9 

312.5 MHz 5.88 ×10 8 7.35 ×10 8 1.18 ×10 9 
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t 312.5 MHz. However, for the execution time, which was the time

equired to compress and transmit the whole image, the average value

as 0.112 ms at 156.25 MHz, while it was 0.0898 ms at 195.3125 MHz

nd 0.0561 ms at 312.5 MHz, almost equal to the compression time re-

arding the small time spent to transmit the packet compared to the time

equired to compress it. All these values met the real-time condition (i.e.

ompressing and transferring the image within a time equal or shorter

han the time required to read a new image). Finally, the average pixel

ates were 0.588 Gpixel/s, 0.735 Gpixel/s and 1.18 Gpixel/s when the

nput frequencies were 156.25 MHz, 195.3125 MHz and 312.5 MHz,

espectively. When comparing the SLMC-Rapid-IO pixel rate with the

ixel rate at the transceiver system with the same protocol, we found

ut that the image at all the CR values could increase the number of

ixels that could be carried within one second, while at the transceiver

ystem, these values would be fixed because the size of the carried image

as fixed as equal to the input image size (256 ×256-pixel). 

In terms of transmission time, which is directly dependent on the

ompressed image size, and when comparing the range of the transmis-

ion time provided by the SLMC system (which was between 4.11 μs and

6 μs) with the transmission time at the system that only transferring

ata (without compression) through a single line (which was 0.52 ms),

he gain in the transmission time will be between 7.5 and 126.8. That

eans the impact of compressing the image inside parallel cores and

arrying the compressed data through parallel lines (SLMC system) is

imilar to the impact of compressed the same image inside a single core

ith a higher compression ratio, in this case between 7.5 and 126.8. 

. Conclusion 

The SLMC was designed and implemented as a new reference model

or the multi-link system to carry images, in real-time, with a high res-

lution at high transceiver speeds between two applications over phys-

cal media. The SLMC is based on a combination of two subsystems

or transferring and compression. The transceiver subsystem has been

mplemented transceiver protocols, such as the LVS, the GIGE and the

apid-IO, in order to match different applications, physical media and

peeds, while the compression system was implemented and used be-

ause the main data for the system were an image, in which case the

pplication layer consisted of a compression method that would reduce

he size of an image and subsequently increase the system’s data rate.

he SLMC physical layer consisted of eight single transceiver devices

onnected in parallel in order to support higher data rates. The scala-

ility at the SLMC system can be achieved in two different ways: at the

ompression system and at the transceiver system. At the compression

ystem, there are two ways available to decrease the compression time

n order to process the image in real-time. First, when using a single core

o compress the whole image, the compression time can be decreased
9 
y increasing the clock frequency; the maximum value of the input fre-

uency depends on the FPGA device. Secondly, by dividing the image

nto multiple sub images and using multiple cores to compress the sub

mages in parallel. Similarly, the transmission-time of the image through

ight ports is almost one-eighth of the transmission-time spent when car-

ying the image through a single line. While at the transceiver system,

he scalability was mainly focused on reducing the transmission time

hat caused increment in the system data rate. On one hand, using par-

llel lines to carry the data instead of a single line helped to increase the

ata rate by almost eight times, while on the other hand, using various

ransceiver protocols that can be worked in different physical media and

upport various data rates triggered by different input frequency values,

iz. 125 MHz, 156.25 MHz, 195.3125 MHz and 312.5 MHz. The num-

er of the transceiver systems connected in parallel is limited by the

vailable number of output pins. The FPGAs have a variable number

f transceiver links, only eight were used in our case. However, with

ther FPGAs when the number of output pins is larger, the system can

onsist of more cores connected in parallel and directly connect to the

nput/output ports thus allowing users to scale up the system. 
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